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The standard formalism for modelling systems with both non-deterministic and probabilistic behaviour are Markov decision processes (MDP) [1]. In the context of many applications such as cyber-physical systems, states and actions are used to model real-valued phenomena such as position or throttle. Consequently, the state space and the action space may be uncountably infinite. For example, a (multi-dimensional) real interval $[a, b] \times [c, d] \subseteq \mathbb{R}^2$ can model a safe area for a robot to move in or a set of available control inputs such as acceleration and steering angle. This gives rise to MDP with potentially uncountable state- and action-spaces (sometimes called controlled discrete-time Markov Process or discrete-time Markov Control Process), with applications ranging from modelling a Mars rover [2, 3], over water reservoir control, warehouse storage management, energy control and many more.

Although systems modelled by MDP are often safety-critical, the analysis of uncountable systems is so complex that practical approaches for verification and controller synthesis are based on unreliable ‘best effort’ learning techniques, for example reinforcement learning. While efficient in practice, these methods guarantee, even in the best case, convergence to the true result only in the limit, e.g., [4], or for increasingly precise discretization, e.g., [5]. In line with the tradition of learning and to make the analysis more feasible, the typical objectives considered for MDP are either finite-horizon [6, 7] or discounted properties [8], together with restrictive assumptions. Note that when it comes to approximation, discounted properties effectively are finite-horizon. In contrast, ensuring safety of a reactive system or a certain probability to satisfy its mission goals requires an unbounded horizon and reduces to optimizing the reachability probabilities. Moreover, the safety-critical context requires to give reliable bounds on the probability, not an approximation with unknown precision.
This work provides an algorithm for reachability on Markov decision processes with uncountable state and action spaces, which, under mild assumptions, approximates the optimal value to any desired precision. It is the first such anytime algorithm, meaning that at any point in time it can return the current approximation with its precision. Moreover, it is the first algorithm able to utilize learning approaches simultaneously without sacrificing guarantees and it further allows for combination with existing heuristics.

We first give an algorithm which extends value iteration (VI) [9, 1] to this uncountable setting. It converges to the true values under very mild assumptions. The second and the main algorithm combines this VI in general setting with bounded real-time dynamic programming (BRTDP). It is the first algorithm for reachability in such MDP with correct, converging bounds on the precision/error of the result, which furthermore is able to omit unimportant parts of the state space. The main idea of the algorithm is very similar to BRTDP: It samples some state-action pairs and keeps track of lower and upper bounds of those pairs, now it can estimate safe lower and upper bounds of the other pairs using Lipschitz continuity. The lower and upper bounds for all the state-action pair comes closer and closer as the algorithm samples more pairs. When the difference between lower and upper bound for the initial state becomes less than a given precision, the algorithm terminates. Since we have lower and upper bounds for all the state-action pairs at any given point, the algorithm can be queried at any point to get those bounds for the initial state making this an anytime algorithm. This algorithm can also use some existing learning heuristics to speed up the computation without sacrificing the guarantees. Additionally, we identify a rich, natural subclass of LTL to which our algorithms can be directly extended.

This is a joint work with Jan Křetínský, Tobias Meggendorfer and Maximilian Weininger.

References


